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CoronaVirus Disease 2019 (COVID-19) is induced by a new virus SARS-CoV2. Its incidence is 

unprecedented and caused a huge dent to the health care system and the whole world. The hasty spread 

of COVID-19 and lack of fast diagnosis drove machine learning researchers to build intelligent 

response system to help the healthcare delivery personnel to manage the disease and the patient. The 

aim of this study is to build a COVID-19/ Pulmonary Tuberculosis (PTB) classification model from 

Chest X-ray (CXR) images. Due to small sample size of COVID-19 CXR image available, a four-

phased method is adopted involving feature extraction, selection, modelling and classification. 

The CXR images of lungs infected with COVID-19, PTB and Normal were obtained from databases. 

Features were extracted from these images by Histogram of Oriented Gradient (HOG)descriptor. 

Principal Component Analysis (PCA) technique was used to extract the most relevant features to 

enhance classification. For this study, from 1327 CXR image samples 46,657 features were extracted. 

But 675 relevant and important features were selected with 95% explained variance of PCA. A 

number of learning algorithms such as Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), 

Random Forest (RF), eXtreme Gradient B boosting (XGBoost) and Decision Tree (DT)classifiers 

was used and evaluated. The experimental results obtained showed that SVM classifier produced best 

results of 0.97 based on precision, accuracy, F1-Score and recall metrics when compared to other 

learning algorithms. 
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ABSTRACT 

Introduction
COVID-19 is a respirational disease induced by a 
new coronavirus SARS-CoV2 with symptoms 
similar to viral pneumonia. The initial discovery of 
this virus at Wuhan China mark the starting of its 
spread across the world. The current state of the 

th
COVID-19 pandemic as at April 12 , 2020 is that 
the ratio of confirmed cases to actual death is 1 to 
10 occurring in more than 208 countries/territories 
as reported by WHO. The great challenge 
threatening the public health is the high rise in the 
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number of mortal patients. Some common clinical 
signs and symptoms exhibited by COVID-19 
infested patients includes fever, cough, fatigue, 
reduced white blood cell counts, breathlessness, 
muscle pain and radiographic evidence of 
pneumonia. Consequently, some body part defect 
(e.g., trauma, Acute Respiratory Distress 
Syndrome (ARDS), heart attack and acute renal 
failure) and even death can happen in critical cases. 
One common diagnosis method for COVID-19 is 
Real-Time reverse-transcription–Polymerase-
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Chain-Reaction (RT-PCR) test. However, National 
health and health commission of china 
recommended Computed Tomography Scan (CT 
scan) or CXR as the best diagnosis method due to 
some errors that could be detected in samples 
collected by RT-PCR diagnosis method . X-rays are 
used to envision the internal structures of a patient. 
CXR is a fast-radiological imaging technique 
effective to identify deformities in the lung, 
airways, heart, ribs and diaphragm.
PTB remains a world-wide health issuewith9:1.4 
ratio of new cases and deaths respectively as 
reported in 2011. PTB is deadly but can be cured if 
detected early. CXR is a vital instrument for 
screening for PTB disease especially where it 
cannot be confirmed bacteriologically. CXR 
popular usage is due to its advanced image quality 
with digital radiography. COVID-19 and TB 
infested patients exhibit identical symptoms like 
fever, breathing difficulty and cough. Another 
similarity between the two diseases is that they both 
attacks mainly the lungs. Though the biological 
medium transmitting for both diseases mainly via 
close proximity, TB has a longer gestational period 
from exposure to disease with slower onset. 
Marimuthu et al., (2020) guided that primary 
intervention measure is important for TB patients 
and the early diagnosis and administration is 
important for both COVID-19 and TB patients.  

This study aims to build a classification model for 
COVID-19 and PTB diseases using their CXR 
images. In other to build a model with a good 
classif icat ion performance,  a  4-phased 
methodology is proposed. Image feature extraction 
with HOG was employed to extract features from 
the images at the first phase. Next, PCA was 
employed for feature selection in order to enhance 
classification accuracy. The resultant HOG-PCA 
feature vector obtained is an efficient 
representative of the HOG features. These features 
effectively represent the frontal CXR images for 
classification. Five (5) different machine learning 
models deployed for the classification task are: 
SVM, DT, k-NN, RF and XG Boost classifiers.
The remaining sections of the paper is planned as 
follows: section 2 presents the existing work in the 
domain of COVID-19 and machine learning. 
Section 3 presents materials and methods. Section 4 
highlights the results and discussion. Section 5 
conclude the work

Materials and Methods 
This section presents the proposed dataset, pre-
processing techniques, sampling schemes, models 
and metrics used in this study. The dataset used in 
this study will be freely available for download. 
The methodology workflow employed by this 
study is presented by Figure 1.

 Figure 1: Framework for the HOG-PCA classification model 

The dataset
The main features of the study dataset named 
OOU-20 and their different sizes are presented in 
Table 1.The dataset comprises of 1327 of frontal 
CXR images with 3 classes. The dataset was 
obtained from the following 3 different sources:

i. COVID-19 CXR images were obtained 
from  (Cohen, et al., 2020)

ii. 138 CXR images comprising of 58 
pulmonary tuberculosis and 80 normal 
cases (Jaeger, et al., 2014; Candemir, et al., 
2014).

iii. 662 CXR images comprising of 336 
pulmonary tuberculosis and 326 normal 
cases (Jaeger, et al., 2014; Candemir, et 
al., 2014)
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equations (3) and (4) respectively.

The computation of the orientation bin involves 
creation of cell histograms channels. These 

O O
histogram channels range over 0 -180  for signed 
channels. Choosing any value in the histogram 
channel to compute the gradient, each pixel inside 
the cell casts a weighted vote for an orientation-
based histogram channel. Dalal & Triggs (Dalal & 
Triggs, 2005) experimented from his work that 
unsigned histogram channel of 〖20〗^0 giving a 

bin size of 9

Table  1:  Class distribution of OOU-20 dataset  
Class Label  Size  

COVID-19  527  

NORMAL  406  

PTB 394  

Totalnumber of Instances  1327  

Pre-processing
Presenting the study as a classification problem: 
Let S={(x , y  ),(x ,y  ),? (x ,y  ) }be1 1 2 2 n n

the set of training instances of dimension d. 
Y={y ,y ? ,y  } be the set of labels (COVID-19, 1 2 n

PTB and Normal) where x_iis a feature with 
corresponding y_i label. The initial step taken in the 
image classification model is extraction of features. 
This is pertinent when the features extracted which 
is also the input data is extremely large and difficult 
to process in its raw form. Selection of important 
features will resolve this problem.

Extraction Method for features
The textual representative features of the study 
CXR image dataset was extracted by HOG 
descriptor. The technique is established on the 
ground that local object looks and shape in an 
image can be portrayed by the spread of intensity 
gradients or edge orientations. HOG method is 
implemented by dividing the images into cells and 
histogram of gradient orientations and compute the 
pixels within the cells. The image descriptor is 
represented by the combination of the resultant 
histograms. There are three major tasks performed 
to compute a HOG. The initial task is to compute 
the gradient values followed by computing the 
orientation binning of cell histogram. The final task 
then computes the descriptor's block and then 
normalize them. Dalal & Triggs, (2005) suggested 
the use of 1D mask size of [–1 0 1] when computing 
the gradient of image I(x,y) as shown by equations 
(1) and (2)

I  (x,y)=I(x,y+1)-I(x,y-1) (1)x

I  (x,y)=I(x-1,y)-I(x+1,y) (2)y

The magnitude |H(x,y)| and orientation è of the 
gradient of image I can be computed from 

|H(x, y)| = Ix (x, y)2 + Iy(x, y)2                                                               (3) 

è = tan- 1 ( Iy (x, y)

Ix (x, y))                                                                                       (4) 

(180

20 )   

histogram channels will give an optimal value and 
0

20 angular range. Then, the block is normalized 
choosing from a range of normalization methods as 
shown in equations (5) – (8)

 

L2 - norm : f =
v

v 2
2 + e2

                                                                        (5) 

 

L2 - Hys norm : f =
v

||v 2
2 + e2

with max v = 0.2                                         (6) 

 

L1 - norm : f =
v

||v||1 + e
                                                                                                 (7) 

 

L1 - sqrt : f =
v

v 1 + e
                                                                                                 (8) 

 Where v = cooccurrence matrix and e = error term 

||

|| ||

|| ||

In this study, the HOG method was implemented in 
Jupyter notebook with sklearn (Pedregosa, et al., 
2011). With the feature vectors extracted from the 
python code, feature selection task was directly 
performed on it achieving one of the study 
objectives of extracting feature from the CXR 
images. A bin size of 9 as proposed in the study of 
(Dalal & Triggs, 2005) was used to get a HOG 
feature set of size 81 each for all the frontal CXR 
images. The HOG parameters used in the study are 
shown in Table 2.
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á_  |,? , á  | is the matrix whose columns are the 2 n

eigenvectors of ∑, the covariance of the original 
dataset and m  is the mean of the original data.x

Classification Models, parameters and metrics
This section describes the models, their parameters 
and metrics used for the multi-class classification 
experiment. The task was performed with 5 
learners: k-NN, SVM, DT, XG Boost; and RF. 
Table 2 presents the parameters of the model used 
in this study. Confusion matrix is a table 
representing the prediction performance of a 
model. The row and column represent the predicted 
and the actual class respectively as shown in Table 
3. The formula for metrics computed from the 
confusion matrix is presented by equations (9) – 
(14)

Feature Selection with PCA
The aim of feature selection is to convert feature 
vector from a high D- dimension to a low H- 
dimension by removing less important, noise and 
redundant features. The 'curse of dimensionality' is 
removed by this process resulting to an improved 
the classification accuracy for the models. This 
study used PCA method by transforming feature 
dimensions to retain Principal Components (PC) 
accounting for most of the disparity in the original 
higher dimensional data (Hotelling, 1933). These 
PCs are achieved as linear combinations of the 
original variables.
Let x ,x ,? ,x   be the original dataset in D-1 2 n

dimensional space. The aim is to represent the 
dataset in a reduced subspace H with d < D. Let y : i

i=1, 2,? , n be the linear combinations of these 
T

variables such that y = A  (x-m  )  where A= á_  |, x 1

Table 2: HOG parameters used in this study 

Models Parameters 

HOG Block _ norm='L2-Hys' 

Cells _ per _ block = (8,8) 

Transform _ sqrt=True 

Pixels _ per _ cell = (8, 8)) 

Rescaled for better display in _ range = (0, 10) 

 

Table 2: Model parametersapplied in this study 

Models Parameters 

SVM C=100,probability= True, kernel = ‘rbf’, gamma = 0.001 

DT Criterion="gini",random_state=30 

RF n_estimators=700, max_depth=3 

k-NN Scikit learn default values 

XGBoost Learning_rate=0.05, max_depth=40, max_features=1.0, min_samples_leaf=4,n_estimators=  
1000, random_state=10, subsample=0.8 

Classification Model for Covid-19 and Pulmonary (TB) from X-Ray Images using Hog-Pca-Learning Algorithms
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Results and discussion
This section presents the results and discuss the 
discoveries in the study. The experiment was 
performed with Jupyter notebook with sklearn 
libraries on Anaconda platform. All experiments 
were performed on an Intel® core™ i5-7200 CPU 
@ 2.50GHz to 2.70 GHz Pentium Windows 
computer with 8GB RAM. The images were 
manually cropped to remove some unwanted 
background images and noise. Then, they were 
resized to 128 x 128, flattened and converted to 
grey scale before their features were extracted. 
Firstly, Figure 2 presents a sample CXR image and 
their corresponding transformed HOG images for 
the 3 different classes (COVID-19, NORMAL and 
PTB. The feature vectors was divided into 75: 25 
train-test split ratio. As discussed n sections3.2 and 
3.3, the results of the performances comparison of 
the 5 different machine learning models on the 
extracted and reduced dataset were presented. It is 
emphasized that PCA with explained variance of 
95% captured maximum information in its 
components,  thus achieves the best classification 
accuracy amongst all. The values for all metrics 
ranges from between 0 and 1. The closer the value 
of the metrics to 1, the better the model.

 

Table 3:  Confusion Matrix 
TP FP 

TN FN 

 

Accuracy =
TP + TN

TP + TN + FP + FN
                                                                (9) 

 

Precision =
TP

TP + FP
                                                                                          (10) 

 

Recall (TP Rate) =
TP

TP + FN
                                                                            (11) 

 

FP Rate) =
FP

FP + TN
                                                                                            (12) 

 

F1 - Score = 2 ×
Precision × Recall

Precision + Recall
                                                            (13) 

 
A. COVID-19

 

 

B.   NORMAL

 

 
C.

 
PTB

 

Folorunso  et al



P-ISSN 2536-6904, E-ISSN 2705-2761      African Journal of Science & Nature    Vol. 11, 90-98 (2020)95

value is more consistent than with other models 
across all metrics. Using F1- score as for comparing 
all models, RF obtained the least value of 0.77 
following closely by DT with the value of 0.82. 
SVM outperformed all other models with the value 
of 0.97. RF obtained the least recall rate and 
accuracy values of 0.78. Therefor making it the 
least performing model for the image classification 
task.

Figure 2: A sample of the original and the 
corresponding HOG image of the study dataset

Results and Discussion 
Figure 3: shows the performance comparison of the 
5 different classifiers based on the precision, recall, 
F1-Score and accuracy. The result is based on the 
test set which is 25% of the dataset. It is observed 
that SVM achieved the highest classification report 
values of 0.97 across all metrics. Its performance 

 
Figure 3:  Comparison of the model’s performance 

observed that majority of the misclassification was 
between COVID-19 and PTB. Hence, our objective 
has been achieved by building a classification 
model for COVID-19 disease but separate from 
PTB.
Analyzing the classification for class NORMAL, 
there was no misclassification for PTB. All model 
could distinguish between the images of NORMAL 
and PTB. The greatest misclassification between 
NORMAL and COVID-19 was from RF model 
where 26(24%) out of 110 instances were 
misclassified as COVD-19 instead of NORMAL.
Analysis of the classification of PTB also shows 
that there was no misclassification with the class 
NORMAL image. The greatest misclassification 
was still between COVID-19 and PTB. For RF 
model, 46 (53%) out of 89 instances were wrongly 
classified as COVID-19. SVM and k-NN models 
obtained a recall rate 0.94 showing a good detection 
rate.

Confusion Matrix
This section further analysis the performances by 
all models using the confusion matrix for the test set 
as shown by Figure 3. It is observed that Figure 3a 
representing the confusion matrix for SVM gave the 
best recall for each class with minimal error. For 
SVM, out of 133 instances of COVID-19 disease, 
125(94%) instances were correctly classified as 
COVID-19 disease, 1(1%) instance was incorrectly 
classified as NORMAL while 7(5%) instances were 
incorrectly classified as PTB disease. But there was 
no misclassification for the class NORMAL. The 
classification is 100%. Also, for the class PTB, 
3(3%) instances were misclassified as COVID-19 
while 86 instances (97%) were correctly classified 
as PTB. Comparing all models on COVID-19 
prediction, RF performed best with a recall rate of 
0.98. Out of 133 instances of COVID-19, 131(98%) 
were correctly classified as COVID-19, 2(2%) 
instances were misclassified as PTB. But for DT 
model, only 104(78%) instances of COVID-19 
were correctly classified. 27(20%) instances of 
COVID-19 were misclassified as PTB.It could be 
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96P-ISSN 2536-6904, E-ISSN 2705-2761      African Journal of Science & Nature    Vol. 11, 90-98 (2020)

 

.

 

   a.
 

Confusion Matrix for SVM
    

b.
 

Confusion Matrix for RF
 

 

  
 

c.
 

Confusion Matrix for XGBoost
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Confusion Matrix for DT
 

 

 

e.

 

Confusion Matrix for k-NN

 

Figure 3: Confusion Matrix for all models
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ROC Curves
This segment explains the ROC curves for SVM 
model which is the trade-off between true positive 
and false positive rate having established that it 
performed best of the models as shown by Figure 4. 
The ROC values for all metrics are close to 1 
showing a very good classification performances. 
The ROC value for class NORMAL is 1.00 as there 
are no misclassification.
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